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The accessibility of personal health information (PHI) will increase on the Internet of the future to provide timely support for both primary and secondary uses. Although PHI for secondary uses is generally anonymized, its widespread distribution on the Internet raises ethical concerns. The PHI should remain an individual's most closely guarded asset\(^1\), \(^2\). While other forms of personal data represent what the person does, owns, or knows, PHI represents what the person is. PHI describes the biological attributes of the human being, often containing longitudinal records of wellness, illness, test results, and treatments\(^3\). These characteristics amplify the seriousness and un-reversible consequences that uniquely differentiate breaches or disclosures of PHI data from other forms of data breach. In conducting risk assessment analysis, the result of even a single PHI data breach can be catastrophic. As it is impossible to place a price on our health, it is similarly impossible to place a price on PHI. Risk assessments calculations\(^4\) involving annual loss expectancy, single loss expectancy, or annualized rate of occurrence are irrelevant when PHI has been breached. In light of this, the questions of: (1) granting the patient the right to consent, that is, opt-in or out, of the de-identification and subsequent secondary use of their PHI; and (2) finding synthetic alternatives to de-identified PHI for certain type of secondary uses to protect patient privacy, urgently need to be addressed.

Primary and Secondary Use of PHI

Primary use of PHI is defined as exclusive use by the organization which acquired the data, in providing real-time direct care to the patient\(^5\). Technologies like the Electronic Health Record (EHR) provide a digital archive of patient PHI. In the US, meaningful use of EHR systems have been mandated for all healthcare facilities through the Health Information Technology for Economic and Clinical Health Act (HITECH, 2009). Secondary use of health data is deemed non-essential to direct care of the specific patient\(^5\). Some secondary uses directly supplement the needs of primary care. Examples include medical billing and hospital administrative and management operations. While secondary use includes benevolent causes that support medical research and public health, other secondary use involves sales, marketing, and financial gain\(^6\). Secondary use regularly occurs without the patient's knowledge or consent.
While the secondary use of PHI without patient consent in research activities, public health protection, and patient safety can be rationalized, personal privacy concerns need to take precedence. Furthermore, the secondary use of PHI for auxiliary activities involving finances, marketing, system development, or training, is more difficult or in some cases impossible to justify over personal privacy concerns.

Health and privacy laws including the US Health Insurance Portability and Accountability Act (HIPAA, 1996), Australian Privacy Act (1988), New Zealand Privacy Act (1993), Canadian Personal Information Protection and Electronic Document Act (PIPEDA, 2000), and the OECD Information Privacy Principles imply the guarantee of a fundamental right to patient privacy. Although privacy laws require patient consent to use and disclose PHI, exceptions for secondary use exist in these jurisdictions. Legislation ensures protection of PHI, but also contain clauses allowing use of limited data sets without patient consent for the purpose of secondary use provided specific direct patient identifiers have been removed.

Data Breach through Re-identification

Re-identification occurs when an anonymous medical record has been linked back to the identity of the subject patient, sometimes through trivial means. De-identification techniques such as Safe Harbor are widely accepted as adequate measures in protecting patient privacy. The Safe Harbor de-identification process consists of removal (anonymization) or generalization (pseudonymization) of 18 personally identifying elements associated with the patient. De-identification is the standard method for PHI protection in most western jurisdictions, yet several use cases exist where de-identified health data has been released to the public and PHI has been breached through re-identification. One response to the re-identification threat does not involve revision of anonymization and health data release practices, rather the use of legislation making re-identification unlawful and punishable through fines and imprisonment. The first such legislation proposed was in response to Melbourne University researchers quietly informing Australian Health Department officials that prescriber details in Medicare prescription data released on a government website could be easily re-identified. The precedent set by this legislation expressly discourages further data security research efforts and enhanced anonymization techniques aimed at safely enabling access to private health information datasets.

The Edict of Patient Privacy

Patient privacy is a universal edict for all health professionals as it is a fundamental pillar in establishing trust within the patient-clinician relationship. The Hippocratic Oath and its modern derivatives are based upon the concept of patient-clinician relationships in which confidentiality is ensured, along with
the clinician’s edict to do no harm. Although patient consent for medical treatment is the gold standard in healthcare, patient consent for the release and use of de-identified patient records is not adequately recognized. The lack of patient consent for de-identified health records is based on the false pretense of privacy and absolute safety assumed by anonymization processes and emerging legislative trends prohibiting re-identification as a result of anonymizations’ failed promise to protect patient privacy. A relevant ethical question in this discussion is: At what point does the patient have the opportunity to opt-out of PHI data sharing activities? The reality in modern medicine is that the patient has neither the ability to opt-in or opt-out when their PHI is anonymized, released and/or sold.

PHI and Electronic Health Records

As the EHR matures as a healthcare technology and shared care records become ubiquitous, data sharing of PHI is likely to rapidly increase. As the demand for highly available EHRs grows, society’s laws and policies addressing secondary use of healthcare data must evolve beyond sole reliance on de-identification. New technologies such as the Realistic Synthetic EHR (RS-EHR)\(^\text{17}\) have resulted in successful synthetic EHR prototypes including CoMSER\(^\text{18}\) and Synthea\(^\text{19}\). Rather than sharing PHI data, synthetic records are generated from publicly available aggregates drawn from protected PHI data. The premise in using synthetic records is that real PHI is never exposed. The use of synthetic records is a risk avoidance strategy for protecting PHI eliminating any potential risk of data privacy breaches suffered by de-identified PHI. Synthetic records should be made highly available and serve as an additional safety mechanism where a realistic, but not the real PHI is required. Synthetic records are useful for many albeit not all secondary uses\(^\text{15}\). Hence, investigations into advanced methods for generating realistic synthetic PHI would seem to be urgently required due the increasing trend to share de-identified PHI for such secondary uses.

Conclusion

The primary ethical issues brought forward in this discourse are patient consent and further reduction of unnecessary exposure of vulnerable de-identified PHI through use of systematically generated realistic synthetic PHI where possible. The assumption that de-identification guarantees privacy is simply not true\(^\text{11, 12, 13}\), thus all patients should have the right to opt-out of data sharing. At the very least, further precautions should be implemented to protect patient PHI from many non-essential secondary uses. Despite a call to the research community to construct a framework for secondary use of health data\(^\text{5}\), little work has yet to been done in this area. It is time that a new taxonomy and ontology\(^\text{20}\) of secondary use be developed and adopted by the medical profession\(^\text{21}\) with a call for action to protect PHI from those classifications of secondary use that need access to the real PHI found in EHRs, and those that are adequately served by a realistic, but not real, EHR. The medical community are
bound by Hippocratic Oath and derivative professional codes of ethics to protect patients by embracing new technologies, such as generators of RS-EHRs, for PHI protection which enhance risk avoidance from data breach involving secondary use.
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